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We propose a theory for the underdoped hole-doped cuprates, focusing on the “nodal-antinodal dichotomy”
observed in recent experiments. Our theory begins with an ordered antiferromagnetic Fermi liquid with elec-
tron and hole pockets. We argue that it is useful to consider a quantum transition at which the loss of
antiferromagnetic order leads to a hypothetical metallic “algebraic charge liquid” �ACL� with pockets of charge
−e and +e fermions, and an emergent U�1� gauge field; the instabilities of the ACL lead to the low-temperature
phases of the underdoped cuprates. The pairing instability leads to a superconductor with the strongest pairing
within the −e Fermi pockets, a d-wave pairing signature for electrons, and very weak nodal-point pairing of the
+e fermions near the Brillouin-zone diagonals. The influence of an applied magnetic field is discussed using a
proposed phase diagram as a function of field strength and doping. We describe the influence of gauge field and
pairing fluctuations on the quantum Shubnikov–de Haas oscillations in the normal states induced by the field.
For the finite-temperature pseudogap region, our theory has some similarities to the phenomenological two-
fluid model of −2e bosons and +e fermions proposed by Geshkenbein et al. �Phys. Rev. B 55, 3173 �1997��,
which describes anomalous aspects of transverse transport in a magnetic field.
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I. INTRODUCTION

A remarkable consensus has emerged in recent
experiments1–9 on the enigmatic underdoped region of the
hole-doped cuprate superconductors. These experiments re-
veal a clear “dichotomy” between the low-lying electronic
excitations near the nodal points of the d-wave supercon-
ductor �i.e., near the wave vectors Kv in Fig. 1� and the
higher-energy excitations near the “antinodal” points �i.e.,
near the wave vectors Qa in Fig. 1�. The nodal quasiparticles
have a pairing energy which decreases with decreasing dop-
ing, and they form coherent quasiparticles which display
characteristic interference patterns in scanning tunneling mi-
croscopy �STM� observations. In contrast, the antinodal ex-
citations have a larger gap which increases with decreasing
doping, and they appear to be excitations of a state with
STM modulations characteristic of a valence bond solid
�VBS�.5

Theoretically, a number of numerical studies14–16 of the
Hubbard model have also presented evidence for the nodal-
antinodal dichotomy at intermediate energy scales. These re-
sults are connected to ad hoc theoretical models17–20 involv-
ing “Fermi arc” and/or electron/hole pockets which violate
the traditional Luttinger theorem on the area enclosed by the
Fermi surfaces. A central point behind the analysis of the
present paper is that theories with such ad hoc violations of
the Luttinger Fermi area law are fundamentally incomplete.
Using arguments building upon the nonperturbative proof of
the Luttinger theorem,21 it was argued22,23 that metallic states
with non-Luttinger Fermi surfaces must have “topological
order,” by which we mean there must be additional collective
excitations associated with an emergent gauge field. Such
collective excitations are crucial in the description of such
exotic conducting states. Specific theories24–26 of conducting

states with non-Luttinger areas, labeled as “algebraic charge
liquids” �ACLs�, have been provided; in models appropriate
for the cuprates, these states were obtained across quantum
transitions involving the loss of antiferromagnetic Néel or-
der. Furthermore, the formalism developed to describe the
quantum ACL is also useful for describing the “liquid” state
obtained when the antiferromagnetic order is lost by thermal
fluctuations.

We begin the presentation of our results by recalling spin-
density wave �SDW� studies of the onset of antiferromag-
netic order in the doped cuprates.10,11 These works are ex-
pressed in terms of a vector SDW order parameter N� �with
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FIG. 1. �Color online� Square lattice Brillouin-zone map show-
ing the electron and hole pockets of conventional spin-density wave
theory �Refs. 10–13� of antiferromagnetic order at wave vector
�� ,��. The hole pockets are centered at the wave vectors Kv
= ��� /2,�� /2� �where v=1. . .4�, and the electron pockets are
centered at Qa= �� ,0� , �0,�� �where a=1,2�. The present paper
describes the influence of quantum and thermal fluctuations in the
orientation of the antiferromagnetic order on the electron and hole
pockets. We will find strong pairing of the electron pockets at Qa,
which induces a weak “proximity-effect” pairing of the hole pock-
ets at Kv, with all the pairings consistent with a dx2−y2 pairing
signature.
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�=x ,y ,z�, measuring the spin-density wave at wave vector
�� ,��, which can perturb the Fermi surface of a weak-
coupling band structure; we will restrict our attention here to
the commensurate Néel SDW, and a recent work by
Harrison13 showed that a similar Fermi-surface structure is
obtained for incommensurate SDW order. The theory for the
transition from the SDW-ordered state ��N���0� to the non-
magnetic state ��N��=0� is expressed in terms of an effective
action for space-time fluctuations N�. The state with �N��
�0 has “small” Fermi pockets—hole pockets centered at the
Kv and electron pockets centered at the Qa. This conven-
tional ordered antiferromagnetic state will also be present in
our theory below. In the spin-density wave theory, the non-
magnetic state with �N��=0 has a “large” Fermi surface
which obeys the conventional Luttinger theory, and the tran-
sition from the small Fermi pockets state to a large Fermi
surface coincides with the loss of SDW order.

In our theory below, the physical properties of the SDW-
ordered state are qualitatively identical to those in the spin-
density wave theory. However, we express our theory for the
loss of SDW order not in terms of the vector N� order pa-
rameter but in terms of a bosonic spinor z� which is related
to N� by

N� = z�
����

� z�, �1.1�

where the �� are the Pauli matrices. Then, the state with
�z���0 is the same as the spin-density wave state with
�N���0. However, an important advantage of the formula-
tion in terms of the z� is that we can describe the electron
spin in terms of its components quantized along the direction
of the local Néel order simply by performing a SU�2� rota-
tion defined by the spinor z�. This facilitates a description of
the nonmagnetic state24–26 with �z��=0, which is a topologi-
cally ordered ACL that retains key aspects of the small
Fermi-surface structure, as summarized in Fig. 2 and will be
discussed in detail below. The z� formalism also efficiently
describes the nonmagnetic state obtained when SU�2� invari-
ance is restored by thermal fluctuations.

The primary motivation for the present paper comes from
the recent experimental evidence for electron pockets in the
hole-doped cuprates at large magnetic fields; Shubnikov–
de Haas �SdH� and de Haas–van Alphen �dHvA�

oscillations27–31 indicate carriers in small pockets, and Hall
conductivity measurements32 have been used to argue that
these are electron pockets. One of our main claims is that an
algebraic charge liquid consisting of a pocket of charge −e
fermions at the Qa wave vectors, and of charge +e fermions
at the Kv wave vectors, provides the underlying quantum
state for the description of the underdoped cuprates and also
for the thermal fluctuations of the more classical liquid state
in the “pseudogap” regime. Speculations along these lines
were also made in Ref. 26. This ACL preserves the full sym-
metry of the Hamiltonian. Instabilities of this ACL involving
the onset of SDW order, superconductivity, and charge order
will be the keys for the description of the underdoped
regime—see the proposed phase diagram in Fig. 3. In par-
ticular, the onset of superconductivity removes low-energy
fermionic excitations which suppress monopole instantons in
the gauge field and so is likely to lead to a confinement
transition; this confinement physics has been studied in
model systems in earlier work,26 and we will not discuss it
further here.

We shall pay particular attention here to the pairing of the
−e pocket. We note that a phenomenological model of pairs
of electrons near the Qa wave vectors, with charge −2e, was
considered by Geshkenbein et al.,17 and we will discuss the
connection to their model further in Sec. II. As we will de-
scribe there, the charge carriers in this pocket experience a
strong attractive interaction, which causes them to form an
s-wave paired state. However, the resulting superconducting
state actually has d-wave pairing for the physical electrons,26

as will be reviewed in Sec. II. Furthermore, we will show
that the pairing of the fermions near the Kv wave vectors is
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FIG. 2. �Color online� Nonsuperconducting ground states of our
theory as a function of the coupling s which tunes the strength of
the SDW fluctuations �see Lz in Eq. �A1��; s is controlled by vary-
ing the doping � and by choosing different cuprate series. We ex-
pect that at zero applied magnetic field, H, these phases are pre-
empted by superconductivity; the phase diagram as a function of H
and � is shown in Fig. 3.
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FIG. 3. �Color online� Proposed zero-temperature phase dia-
gram for the underdoped cuprates as a function of doping, �, and a
magnetic field H perpendicular to the layers; the insulating phases
at very small � are not shown. This phase diagram combines our
present results with those of Refs. 10 and 33. The value of �c and
the scale of � will differ for the various cuprate series. The super-
conducting phases are shaded and labeled as dSC. The dashed line
indicates the normal-state phase boundary of Fig. 2 which is pre-
empted by the onset of superconductivity. The physics of the con-
finement and possible VBS order in the dSC state is discussed in
Ref. 26. At higher �, there is a transformation to the physics of the
large Fermi-surface state, which we do not describe here. Only the
ACL phase above has unconventional “topological” order; all other
phases have conventional order and associated excitations. While
the ACL can be a stable ground state at large H, it is possible that it
is pre-empted by a conventional Fermi liquid.
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very weak and has nodal points along the Brillouin-zone
diagonals. Thus our theory contains a low density of strongly
paired charge carriers, a d-wave pairing signature with nodal
points, and a nodal-antinodal dichotomy; these are all attrac-
tive phenomenological features.

We shall describe the loss of superconductivity in this
state by an applied magnetic field, H, and the appearance of
SdH oscillations at H�Hc2, using the phase diagram in Fig.
3. Both the SDW metal and the ACL metal exhibit SdH
oscillations. Specific predictions for the H and temperature
�T� dependence of these SdH oscillations will be provided,
which can potentially be compared with experiments. Be-
cause our charge �e fermions do not carry spin, a key fea-
ture of the SdH oscillations will be the absence of a linear
Zeeman splitting in the Fermi-surface areas both in the ACL
and in the phase with SDW order.34

Another effect of the applied H field is that it can induce
or enhance the SDW order for the fields at which supercon-
ductivity is present—see Fig. 3. This has been discussed
theoretically in some detail,33 and in Sec. II we will show
that our present pairing theory provides a specific mecha-
nism for the competition between antiferromagnetism and
superconductivity. This field-induced enhancement of SDW
order is also clearly observed in the La series of hole-doped
cuprates.35–40 The samples with �=0.1 display36 the behavior
expected for �	�c; the samples with �=0.144 have
observed38–40 the physics predicted33 for ���c, including
the d-wave superconductor �dSC� to dSC+SDW transition at
a nonzero H. Thus for the La compounds we expect that �c is
between the quoted values. Very recently, field-induced
SDW order characteristic of ���c has also been reported41

for YBa2Cu3O6.45 �YBCO�. The quantum oscillation
experiments27–32 are on the same �or closely related� com-
pound, and so it is plausible that they are in the metallic
SDW phase of Fig. 3, as others have also suggested.42 Our
predictions for quantum oscillations and pairing instabilities
will also extend to this metallic SDW phase.

Our theory also offers a natural starting point for a de-
scription of the finite T pseudogap region of the underdoped
cuprates. The strongly paired −e pockets lead to an effective
description in terms of charge −2e bosons which can exist
above the superconducting critical temperatures.17 After a
duality mapping, this leads to a theory of a vortex liquid
which can capture both the “phase” fluctuations and the pos-
sible instabilities to varieties of charge order.43,44 We will
explore some of the thermoelectric transport properties of
such a model in Sec. IV.

The physics of the lightly doped Mott insulator as de-
scribed by a t-J model is usually implicated in the descrip-
tion of cuprate superconductivity.45 From this perspective,
our use, following a proposal in Ref. 26, of charge −e carri-
ers for the hole-doped cuprates may seem unacceptable. It is
often argued that such excitations are only present across a
Hubbard gap of energy U, and the limit U→
 has been
taken by a Gutzwiller projection of such carriers.45 In re-
sponse to this potential objection, we have the following re-
sponses.

�i� We draw reader’s attention to the electron-doped cu-
prates, which presumably have a similar value of U, and for
which both electronlike and holelike carriers have been ob-

served in photoemission experiments on the state with SDW
order.46–50 We are assuming here that similar physics applies
to the hole-doped cuprates.

�ii� While the upper Hubbard band is indeed separated by
an energy of order U, a “Kondo resonance” of these states
can be present at the Fermi level, and this is described by our
charge −e carriers. Indeed states from both the upper and
lower Hubbard bands are required26,51 for the eventual ap-
pearance of the Fermi-liquid Luttinger �large� Fermi-surface
state in the overdoped regime, and so we claim that it is not
surprising that both bands have precursors in the underdoped
regime.

�iii� We note from recent arguments by Comanac et al.,52

based on optical conductivity data and dynamic mean-field
theory arguments, that the effective U in the hole-doped cu-
prates is not as large as is commonly assumed.

�iv� As we will review below, the electron pockets reside
in a region of the Brillouin zone where the pairing force is
strongest. Thus for these momenta, it will pay to acquire
states from the upper Hubbard band to benefit from the in-
creased pairing energy. The effective density of carriers in
the charge −e pockets will be larger than would have been
assumed without accounting for the pairing. Indeed, even if
the chemical potential is below the bottom of the band of −e
carriers, the pairing interaction will induce a nonzero density
of −e carriers.

The outline of the remainder of our paper is as follows. In
Sec. II, we describe our model for the underdoped cuprates.
The primary actors are the electron pockets near Qa which
pair strongly. We show how this model leads naturally to a
d-wave superconducting pairing for physical electrons, with
only weak pairing and nodal excitations along the zone di-
agonals near the Kv points. Section III will consider quantum
oscillations in the normal state obtained by applying a strong
magnetic field. We will describe the corrections to the
Lifshitz-Kosevich formula from gauge field and pairing fluc-
tuations. Section IV will discuss additional experimental
consequences of our theory—a two-fluid model for trans-
verse thermoelectric transport in the pseudogap region.

II. MODEL

The starting point of our analysis is an expression24–26 for
the electron annihilation operator ���r� �where �= ↑ ,↓ is a
spin index� in terms of continuum fermionic fields Fv� and
Ga�, which reside in the vicinity of the wave vectors Kv and
Qa, respectively,

���r� = �Zf�
v=1

4

eiKv·rFv�
† + �Zg�

a=1

2

eiQa·rGa�. �2.1�

Here Zf ,g are nonsingular quasiparticle renormalization fac-
tors which depend on microscopic details. As will be de-
scribed explicitly below, the fermions Fv� and Ga� are in
turn expressed in terms of a bosonic spinon field z� and
spinless fermions which carry the electromagnetic charge.
The phases with �z���0 have been shown25 to be conven-
tional SDW-ordered states;10,11 the excitation spectrum coin-
cides with that obtained in spin-wave/Hartree-Fock theory.
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However, the utility of the parametrizations below is that the
same formalism can be easily extended across the quantum
transition at which Néel order is lost, and we reach a phase
with �z��=0. There is substantial recent numerical
evidence53–56 that the z�-based theory correctly captures the
low-energy fluctuations across the Néel-disordered transition
in insulating model systems. One of our main assumptions
will be that this description in terms of the z� is a valid
starting point for describing the loss of Néel order in the
doped cuprates. The theory for this Néel disordering transi-
tion also involves an emergent U�1� gauge field A�
	�A ,A�, which is connected to the gauge field of the CP1

�complex projective space of 1 complex dimension� model;
the z� carry unit charge under A�. Here � is a space-time
index extending over the spatial coordinates x and y and the
imaginary time coordinate .

For the electronic excitations near the Kv, we need the
electromagnetic charge +e “holon” annihilation operators
fqp, where q=� and p=1,2. Here q is the “charge” under
A�, and p is a “valley” index; note that although there are
four pockets near the Kv in Fig. 1, a proper counting of
degrees of freedom requires only two valleys. The complete
expressions for the Fv� at all for Kv points in terms of the
f�p are24


F1,2↑
†

F1,2↓
† � = Rz
 f+1,2

†

− f−1,2
† �, 
F3,4↑

†

F3,4↓
† � = Rz
 f+1,2

†

f−1,2
† � , �2.2�

where

Rz 	 
z↑ − z↓
�

z↓ z↑
� � . �2.3�

The physical content of this parametrization is simple; the �
indices of the f�p are the spin components quantized along
the local SDW order, and these are rotated by the SU�2�
matrix Rz to a fixed quantization direction by the z�. Note
that pockets separated by the SDW ordering wave vector of
�� ,�� are parametrized by the same degrees of freedom, and
they differ only by the sign of the f−v operator. Equation
�2.2� is the same as the parametrization proposed in the semi-
classical theory of lightly doped antiferromagnets by
Shraiman and Siggia.57 As discussed in a previous work,24,25

in the non-SDW phase with �z��=0, the parametrization in
Eq. �2.2� and the coupling in Eq. �A3� lead to electron spec-
tral functions which are not centered at Kv; once Néel order
has been disrupted, there is no special reason for the elec-
tronic spectrum to be pinned at the magnetic Brillouin-zone
boundary. The computed24 electron spectral functions have a
Fermi arc structure, similar to those observed experimentally.
An additional mechanism for Fermi arc behavior is from the
phase fluctuations of the superconducting order, and these
effects will appear in our theory from the “Josephson” term
introduced in Eq. �2.11� between the f�p fermions and the
pairs formed out the states near Qa; a recent work58 has
examined classical thermal phase fluctuations present at high
temperatures, and our formulation allows for a systematic
consideration of quantum phase fluctuations at low tempera-
tures.

Indeed, our primary focus here is on the electronic exci-
tations near the Qa wave vectors. For these we need electro-
magnetic charge −e “doublon” annihilation operators gq,
where q=�. The g� will be the central actors in our analy-
sis. Note that the gq do not carry any valley index, and the
two charges of g� specify all the fermionic degrees of free-
dom at all the Qa in Fig. 1. The g� are related to the physical
electrons by Eq. �2.1� and26


G1↑

G1↓
� = Rz
− g−

− g+
�, 
G2↑

G2↓
� = Rz
 g−

− g+
� , �2.4�

where the SU�2� rotation Rz was defined in Eq. �2.3�. In the
SDW state, the � indices of the g� fermions �and also of the
f�p fermions� become equivalent to the ↑ ,↓ spin indices
quantized along the direction of the Néel order, i.e., the g�
are conventional electron operators.24 However, in the phase
with spin rotation invariance preserved, � gauge charges can
be interpreted as sublattice indices which determine the sub-
lattice on which the fermion is predominantly �but not exclu-
sively� located.

We will carry out our analysis in the framework of an
effective-field theory for the g� coupled to the A� emergent
gauge field. The complete Lagrangian for our field theory has
the following structure �field theories for bosonic spinons
and spinless fermions were also considered in early
work59–62�:

L = Lg + Lz + L f + L fg + Lzf + Lzg + LA,

Lg = g+
†��� − iA + iea� −

1

2m�
��− iA�2 − �g+

+ g−
†��� + iA + iea� −

1

2m�
�� + iA�2 − �g−

− �g+
†g−

†g−g+. �2.5�

We have only written out explicitly the Lagrangian Lg which
involves the g� fermions, which will be the basis for almost
all the computations in the body of this paper. The term L fg
coupling the f�p and g� fermions will be described below;
all other terms have been discussed previously24,26 and are
recalled in Appendix A. In Eq. �2.5�, a is the external elec-
trostatic potential whose coupling shows that both g� carry
charge −e. The fluctuations of a are controlled by the action

Sa =
1

4�
� d� d2k

4�2 �k��a�k,��2, �2.6�

which leads to the Coulombic repulsion e2 /r between all the
g� particles. The magnetic-dipole interactions associated
with fluctuations of the electromagnetic vector potential a
can be safely ignored. The g� carriers have any effective
mass m� and experience a chemical potential �.

Fermion pairings

g± pairing

We will be especially interested in the pairing of the g�
fermions as described by Lg. Indeed, we will present argu-
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ments below in favor of the proposition that an s-wave pair-
ing of the g� is the primary pairing instability of the under-
doped cuprates; the pairing of the f�p fermions and of the
physical electrons �� will be shown to follow from it.

Equation �2.5� already includes an attractive contact BCS
interaction, �, between the g�. This attraction is permitted by
the underlying symmetries,26 and so can be written down on
phenomenological grounds. More physically, the longitudi-
nal component of the A� gauge force provides an important
component of the attractive force between the g+ and g−
fermions; this is simply the attractive “Coulomb” force be-
tween two opposite charges. This will be Thomas-Fermi
screened by the compressible fermion state to an attractive
force with a range of order the Fermi wavelength. It is clear
that this force prefers an s-wave pairing between the g� fer-
mions. An additional contribution to the s-wave attractive
force comes from the term Lzg in Eq. �A4�. Integrating out
the z� spinons, we find a contact attractive interaction �
−�zg

2 .
However, the key source of the s-wave pairing of the g�

is the force associated with the transverse components of the
A� gauge field. As long as we are in the phase without SDW
order, these remain long ranged and unscreened. The nature
of the A� fluctuations are similar to those of the fermionic
U�1� spin liquid63 or the Halperin-Lee-Read state.64 We have
the following propagator for the transverse part of the gauge
field:

�Ai�q,��Aj�− q,− � ,�� = ��ij −
qiqj

q2  1

�q2 + ����/q + �AF
.

�2.7�

In our case, the effective gauge-field propagator contains
contributions both from the z� spinons and from the charge
carrying fermions f�p and g�. The spinon contributions to
the susceptibility � from Eq. �A1� were discussed in Ref. 65.
The fermions yield �= �6�2��−1, with the effective density of
states, �= �̄ /�, determined by the reduced mass of the ho-
lons and doublons, �̄=m�mf / �2m�+mf� �here mf is related to
the masses in Eq. �A2�, and the factors of 2 arise from the
valley degeneracy�. The damping term � comes from the
Landau damping of fermions and is given by the sum of two
Fermi momenta �= �pF

�g�+2pF
�f�� / �2��. Finally, the “mass”

term �AF arises from the Higgs mechanism in the state with
SDW order with

�AF � ��z���2, �2.8�

as discussed in Appendix A.
Pairing due to transverse gauge forces has been consid-

ered previously in the context of spin liquids. Because the
magnetic force between two oppositely directed currents is
repulsive, a pairing between fermions could occur only in
unusual channels,66,67 in particular in the “Amperian” chan-
nel where the fermions on the same side of the Fermi-surface
pair up.67 However, in our case note that the g+ and g− carry
opposite A� gauge charges, and so the magnetic force is
attractive in the traditional s-wave BCS channel of pairing
between fermions on opposite sides of the Fermi surface.
Indeed, this problem of pairing by transverse gauge forces

between Fermi surfaces of opposite charges has been consid-
ered previously by Bonesteel et al.68 and by Ussishkin and
Stern69 in the context of double-layer quantum Hall systems
each at filling fraction �=1 /2. In this quantum Hall problem,
the electrons in the two layers have opposite gauge charges
with respect to an “antisymmetric” U�1� gauge field whose
flux measures out-of-phase density fluctuations in the two
layers, and their s-wave BCS instability leads to a paired
quantum Hall state. An Eliashberg analysis of such a pairing
instability due to transverse gauge forces was carried out in
these works,68,69 and their results can be related to our prob-
lem. An important result obtained in these studies was that
while the low-energy gauge fluctuations lead to very singular
electron self-energies in the normal state �including non-
Fermi-liquid behavior�, they are not70,71 pair breaking; the
pairing instability remains very strong. This should be con-
trasted with the behavior near ferromagnetic quantum critical
points, where there is a similar anomalous self-energy in the
normal state, but the ferromagnetic fluctuations are pair
breaking to p-wave superconductivity.71–73 For our problem,
the estimate of the s-wave pairing temperature is Tp0
��2 / �m�3�2�. Using the values of � and � quoted below Eq.
�2.7�, and ignoring the spinon contribution to �, we arrive at
the simple estimate Tp0�EF, where EF= pF

2 / �2m�� is the
Fermi energy for electrons. To the extent that we can work
within the context of Lg in Eq. �2.5�, we can understand this
estimate on dimensional grounds. Note that in the nonmag-
netic phase, the only dimensional parameters appearing in
Eq. �2.7� are associated with the Fermi surface, and there is
no arbitrary coupling constant in the coupling between g�
and A�. In this respect, this problem is similar to the three-
dimensional Fermi gas at a Feshbach resonance. Conse-
quently, the mean-field pairing temperature Tp0 can only be
of the order of the available energy scale, which is the Fermi
energies. In reality, the actual value of Tp0 will be also influ-
enced by the spinon contribution to �, the Coulomb repul-
sion e2 /r between the g�, the contribution of the f�p to the
A� polarization, and the value of �.

Given the quenching of the transverse gauge propagator
in Eq. �2.7� in the phase with �z���0, we can expect that the
pairing instability will become weaker in the SDW-ordered
state. This then sets up a natural and appealing mechanism
for the suppression of Tp0 after the onset of SDW order.
Indeed, it offers a basis for the theory of “competing
orders”33 which has many attractive phenomenological fea-
tures.

We have now established that Lg has a strong pairing
instability to a state where

�g+�k�g−�− k�� = �g, �2.9�

where we can take the pairing amplitude �g to be indepen-
dent of k near the Fermi level. Then, what is the pairing
amplitude for the physical electron operators in Eq. �2.1�?
We assume, for simplicity, that we are in a nonmagnetic state
where �z�

�z������. Then from Eq. �2.4� we obtain
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�G1��k�G1��− k�� = − �G2��k�G2��− k�� � ����g,

�G1��k�G2��− k�� = 0. �2.10�

Comparing with Fig. 1, we see that this is precisely the pair-
ing signature expected for d-wave pairing of the electrons;
see also Fig. 4.

f±p pairing

Finally, we turn to the pairing of the f�p fermions. Just as
was the case for the g� fermions, the A� gauge forces will
prefer a s-wave pairing of oppositely charged f�p fermions.
However, there is a competing “proximity” effect arising
from the paired g� fermions. This proximity effect is due to
a Josephson coupling between g� and f�p pairs. The form of
such a Josephson term is tightly constrained by the projective
symmetry group �PSG�, which was presented in detail in
Refs. 24 and 26, and the transformations needed here are
listed in Table I. An analysis based on Table I shows that the
simplest allowed coupling between the g� and f�p pairs
which is invariant under the PSG is

L fg = − iJfg�g+g−��f+1DJ xf−1 − f+1DJ yf−1 + f+2DJ xf−2

+ f+2DJ yf−2� + H.c., �2.11�

where Jfg is the Josephson coupling, Di	�i−qAi is the co-
variant derivative acting on a field with charge q, and

a DJ i b	aDib− �Dia�b. Note that Table I does not permit any
term without a spatial gradient. From the structure of the
Josephson coupling in Eq. �2.11� we see that the proximity
effect induces a p-wave pairing of the f�p fermions. Thus
there is frustration in the f�p pairing, with the A� gauge
forces preferring s wave.

At the microscopic level, a computation of the pairing of
the f�p fermions in the SDW-ordered state has been carried
out by Sushkov and co-workers.75–78 They showed that for a
suitable range of parameters, the long-range spin-wave inter-

action preferred a p-wave pairing. In our formulation this
long-range attraction between the f�p is mediated by the
Shraiman-Siggia term in Eq. �A3�. Note that this Shraiman-
Siggia term does not apply to the g�, and so the correspond-
ing interaction is absent there.

On the basis of our arguments above, and the complemen-
tary microscopic computations,75–78 we conclude that the
s-wave pairing of the g� fermions is the dominant instability,
and the Josephson coupling in Eq. �2.11� induces a sympa-
thetic p-wave pairing of the f�p fermions. A key point is that
the A� gauge forces will be pair breaking toward this p-wave
pairing,71–73 and consequently the f�p pairing amplitude will
be quite weak.

Specifically, combining Eqs. �2.9� and �2.11�, we deduce
that the proximity-effect pairing of the f�p fermions induced
by the g� fermions has the p-wave form

�f+1�k�f−1�− k�� � �kx − ky�Jfg�g,

�f+2�k�f−2�− k�� � �kx + ky�Jfg�g,

�f+1�k�f−2�− k�� = 0, �2.12�

where the momentum dependencies are a consequence of the
spatial gradients in Eq. �2.11� and the pairing amplitudes
between fermions with like A� charges are zero. Finally,
from these results and Eq. �2.2�, we can deduce the pairing of
the physical electron operators in Fv� in Eq. �2.1�,

�F1��k�F3��− k�� � ����kx − ky�Jfg�g,

�F2��k�F4��− k�� � ����kx + ky�Jfg�g, �2.13�

and all other Fv� pairings vanish. A glance at Figs. 1 and 4
shows that these are precisely the pairings associated with a
d-wave pairing signature of the physical �� electrons. The
momentum dependencies in Eq. �2.13� show that the pairing
amplitude changes sign across the Brillouin-zone diagonals.
Also, the vanishing of the pairing along these zone diagonals
shows that there will be gapless “nodal” fermionic excita-
tions.

+

_

_
+

FIG. 4. �Color online� Sign of the d-wave pairing amplitude
superimposed on the electron and hole pockets of the SDW metal.
Note that these signs correspond to s-wave pairing of the electron
pockets and p-wave pairing of the hole pockets, as explained in
text.

TABLE I. PSG transformations deduced from the PSG of the
f�q in Table II of Ref. 24, the PSG of the g� in Table III of Ref. 26,
and the PSG of A in Eq. �12� of Ref. 74. The transformations are
Tx: translation by one lattice spacing along the x direction; R�/2

dual:
90° rotation about a dual lattice site on the plaquette center
�x→y ,y→−x�; Ix

dual: reflection about the dual lattice y axis
�x→−x ,y→y�.

Tx R�/2
dual Ix

dual

g+g− g+g− −g+g− g+g−

f+1f−1 −f+1f−1 f+2f−2 f+2f−2

f+2f−2 −f+2f−2 −f+1f−1 f+1f−1

f+1DJxf−1 f+1DJxf−1 −f+2DJ yf−2 f+2DJxf−2

f+1DJ yf−1 f+1DJ yf−1 f+2DJxf−2 −f+2DJ yf−2

f+2DJxf−2 f+2DJxf−2 f+1DJ yf−1 f+1DJxf−1

f+2DJ yf−2 f+2DJ yf−2 −f+1DJxf−1 −f+1DJ yf−1
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We close this section by noting that the structure of the
Josephson coupling in Eq. �2.11� is closely connected to that
appearing in the model of Geshkenbein et al.17 They consid-
ered a phenomenological model of charge −2e bosons, rep-
resenting pairs of electrons near the Qa, coupled to fermions
near the Kv. Their boson-fermion Josephson coupling had a
matrix element which changed sign along the Brillouin-zone
diagonals. Identifying their boson b as b�g+g−, we see that
Eq. �2.11� also shares these features.

III. QUANTUM OSCILLATIONS IN THE NORMAL STATE

This section will consider the low-temperature transport
properties of the paired state of the g� described by Lg
which is driven normal by a strong applied magnetic field, H.
We begin by a simple estimate of the depairing field, Hp2�0�,
associated to the pairing temperature, Tp0. In the absence of a
complete Eliashberg theory of the influence of the transverse
gauge fluctuations, we will be satisfied here with an estimate
based on the weak-coupling BCS theory result for the upper
critical field of a clean two-dimensional superconductor
�note that the value of the upper critical field depends on the
purity79,80 and dimensionality of the system81,82�. For the pur-
pose of numerical estimates, we ignore here the quantum
oscillation phenomena in the transition point itself, which as
discussed below may lead to a reentrant behavior. Within
these assumptions, we have the following BCS formula79,82

that we associate with the “quantum depairing field” �here,
we restore the fundamental physical constants�,

eHp2�0�
m�c

=
�2

�E

kB

�

Tp0
2

TF
, �3.1�

where e is the electron charge, c is the speed of light, m� is
the effective mass of carriers in the pocket, kB is the Boltz-
mann constant, TF= pF

2 / �2kBm�� is the Fermi temperature for
the electrons in the pocket, pF is their Fermi momentum, and
�E=1.781. . . is the exponential of Euler’s constant. The onset
of quantum oscillations in the cuprate experiments27–31 is
identified here with the quantum depairing field, Hp2�0�. The
former is about Hp2�0��50 T. The quantum oscillation
measurements also provide information for the effective
electron mass, which appears to be of the order of the free-
electron mass or a few times larger �the exact values vary in
experiment� and for the area of the electron Fermi surface,
which is estimated to be a few percent of the total area of the
Brillouin zone, which in turn is determined by the lattice
constants for YBCO. This information allows us to extract
all necessary parameters. The Fermi temperature is related to
the frequency of quantum oscillations, FSdH, as follows:

TF =
��2

kBme�0

me

m��FSdH, �3.2�

where �0= �2.07�10−15� T m2 is the flux quantum. The first
factor in Eq. �3.2� contains only fundamental constants and is
equal to ��2

kBme�0
=1.33 K /T �K and T correspond to the units

of kelvin and tesla, respectively�. Using Eq. �3.1�, we can
write the following relation between the pairing temperature
and the quantum pairing field and the Fermi temperature:

Tp0 =��E

�2

�B

kB

2me

m� �TFHp2�0� , �3.3�

where �B=e� / �2�e�c� is the Bohr magneton. Converting all
quantities to the units of tesla and kelvin relevant to the
interpretation of experimental data and using the actual val-
ues of the corresponding physical constants, we can express
the Fermi temperature for the electrons in the pocket and the
corresponding pairing temperature as follows:

TFK � 
1.33me

m� ��FSdHT� �3.4�

and

Tp0K ��0.24me

m�
�TFK��Hp2�0�T� , �3.5�

where �TFK� is the Fermi temperature expressed in Kelvin,
and �Hp2�0�T� and �FSdHT� are the quantum critical field and
the period of the Shubnikov–de Haas oscillations expressed
in tesla. We emphasize that the above estimates assume the
applicability of the weak-coupling BCS theory and a circular
Fermi surface for the electron pocket. Therefore, Eqs.
�3.1�–�3.5� are not expected to determine exactly the numeri-
cal coefficients but should provide correct order-of-
magnitude estimates. Using the available experimental data,
e.g., from Ref. 27, which estimates the period of oscillations
to be FSdH�530 T and onset of oscillations �the critical
pairing field in our theory� as Hp2�0��50 T, we get the
following relation between the zero-field pairing temperature
and the Fermi temperature: Tp0�K���me /m��12�K��TFK�
and TF��me /m��700 K. Finally, the estimates for the actual
numerical values of TF and Tp0 depend on the effective mass
for electrons. Various experiments report different values for
the latter, m���1–3�me. As explained below in Secs. III B
and III C, one should be careful in extracting the effective
mass from the temperature dependence of the oscillations in
this phase because there may be other effects due to super-
conducting and gauge fluctuations, which will change the
temperature dependence of the amplitude in the Lifshitz-
Kosevich formula. In addition, if the Fermi surface and/or
the quasiparticle weight factor are anisotropic, it would also
modify the effective temperature dependence in the Lifshitz-
Kosevich formula.83 In particular, if the anisotropy of the
quasiparticle renormalization Z factor, Zp, is not taken into
account, the effective mass extracted from the quantum os-
cillation measurements will overestimate the actual effective
mass by the factor of �1 /Zp�FS,83 where the angular brackets
imply averaging over the Fermi surface. However, if we now
assume that the effective mass for the electronic excitations
in the pocket is of the order of the free-electron mass �as
suggested by experiments�, m��me, then we get the Fermi
temperature of the electron pocket TF�700 K, the pairing
temperature Tp0�100 K, and the zero-temperature BCS su-
perconducting gap, � /kB= �� /�E�Tp0�200 K.

The relatively large ratio between the electron pairing
temperature and the Fermi temperature �Tp0 /TF���1 /7� jus-
tifies our earlier conclusion about strong Cooper pairing in
the electron pocket. We note further that a complete descrip-
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tion of the finite-temperature pseudogap region likely re-
quires the inclusion of further interactions between the Coo-
per pairs. A particularly interesting possibility appears within
an effective model where the paired electrons in the pockets
interact on the lattice. This type of model for the electron
pairs, �g+g−�, may have a superconductor-to-insulator phase
transition with a Mott-type gap of order, J, accompanied by
the development of charge order associated with the density
of bosons43 and the monopole Berry phases74,84 in LA �see
Appendix A, Sec. A 4�.

In the following, we will describe the Shubnikov–de Haas
oscillations in the resistivity at H�Hp2�T�. For reference, we
recall the Lifshitz-Kosevich formula for the oscillatory com-
ponent of the resistivity � �retaining only the lowest oscilla-
tion harmonic�,

�osc�H�
���H = 0�

=
X�T�

sinh�X�T��
exp
−

�

�c
�cos
2�EF

�c
� ,

�3.6�

where ���H=0� is the Drude resistivity in zero field, X�T�
=2�2T /�c,  is the elastic-scattering time from impurities,
and �c=eH / �m�c� is the cyclotron frequency.

We begin our analysis of transport by discussing the fate
of the Ioffe-Larkin composition rule in our system in Sec.
III A. In Sec. III B, we will describe the corrections to the
Lifshitz-Kosevich result from the fluctuations of the A�
gauge field, while the influence of pairing fluctuations will
be discussed in Sec. III C.

A. Ioffe-Larkin composition rule

Before turning to the computation of the transport prop-
erties at H�Hp2�T� in Secs. III B and III C below, we need
to discuss an important, but technical, issue. In previous
studies of spin-charge separation in the cuprates, a crucial
ingredient in the computation of the physical conductivity
was the Ioffe-Larkin composition rule.63,85 This states that
the resistivities of the spinons and charge carriers add to
yield the physical resistivity. In our present situation, there is
a crucial difference from the models considered in these
works; our g� fermions carry opposite charges under the
internal A� gauge field and the same charge under the elec-
tromagnetic gauge field a�. In contrast, the previous theories
had holons carrying only a single charge under the analog of
A�. An immediate consequence for our theory is that the
cross-polarization operator between the two gauge fields,
�Aa, vanishes identically; the g+ and g− fermions induce op-
posite polarizations which cancel each other. �More formally,
this can be seen by the PSG of the A gauge field,74 which
changes sign under translation by a lattice site, and so cannot
couple linearly to a at long wavelengths.� In other words, in
the presence of an applied electromagnetic field a�, the
physical current is carried equally by the g+ and the g−. In
this current-carrying state, the A� currents of the g+ and g−
travel in opposite directions, leading to no net internal gauge
current; consequently, there is also no spinon current. The
final conclusion is then very simple; the physical conductiv-
ity is just the sum of the conductivities of the g+ and g−, and
the traditional Ioffe-Larkin rule does not apply to our model.

B. Gauge-field fluctuations

The influence of gauge fluctuations on magnetotransport
was examined in the context of the �=1 /2 quantum Hall
state,86,87 and here we will adapt these earlier results to our
problem. This analysis was carried out using the quasiclassi-
cal method, in which the gauge-field fluctuations are treated
as a random static “magnetic” field which influences the cy-
clotron motion of the fermions. We will follow the same
method here.

There are two potential sources of the random field. In the
quantum Hall case, the most important source was the local
field induced by the Chern-Simons term from the impurity
potential. This source is absent in our case, as we do not have
a Chern-Simons term. Indeed, the PSG of the A field74 shows
that only impurities which locally break time reversal can
induce a nonzero flux of A; we will assume that such impu-
rities are absent. An important consequence is that the am-
plitude of the SdH oscillations in Eq. �3.6� remains unaf-
fected at T=0 by the presence of the gauge field.

The second source of the random field was the thermal
fluctuations of A. For a random field, h=��A, with equal-
time correlations given by

�h�r�h�r��� = U��r − r��� . �3.7�

Mirlin et al.87 showed that the SdH oscillations in Eq. �3.6�
are suppressed by a factor exp�−Sh� where

Sh = �Rc
2�

0


 dq

q
J1

2�qRc�Ũ�q� . �3.8�

Here Rc=�2EF /m� /�c is the cyclotron radius of fermions at

the Fermi level and Ũ�q� is the Fourier transform of U�r�. In
the quasiclassical limit, the equal-time gauge-field correla-
tions can be evaluated from Eq. �2.7� to yield

Ũ�q� =
Tq2

�q2 + �AF
. �3.9�

We can also deduce from Eq. �2.7� a necessary condition for
the applicability of the quasiclassical approximation; the
characteristic frequency ���q /����q2+�AF� at the charac-
teristic wave vector q�1 /Rc should be smaller than T. Now,
we can insert Eq. �3.9� into Eq. �3.8� and obtain

Sh =
�Rc

2T

�
I1�Rc

��AF/��K1�Rc
��AF/�� , �3.10�

where I1 and K1 are modified Bessel functions. In the phase
without SDW order, where �AF=0, we then have

Sh =
�EFT

m���c
2 . �3.11�

The value of Sh decreases monotonically into the phase with
SDW order, i.e., the SdH oscillations have a larger amplitude
in the SDW state. Deep in the SDW state, where �AF
�� /Rc

2, we have the limiting result for Sh �which is always
smaller than the value of Sh in Eq. �3.11��,
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Sh =
�T

�c
� EF

2m���AF
. �3.12�

The thermal suppression of the SdH oscillations in Eqs.
�3.10�–�3.12� by the factor exp�−Sh� will combine with the
factor exp�−2�2T /�c� already present in Eq. �3.6�. While the
T dependencies in the two factors are the same, they are
distinguished by their B dependencies. In particular, we have
Sh�T /B2 in Eq. �3.11�, and this can serve as a characteristic
signature of gauge-field fluctuations in an algebraic charge
liquid.

C. Pairing fluctuations

This section will describe the corrections to Eq. �3.6� in
the context of a traditional fluctuating superconductivity
computation built on BCS theory. We will not examine the
interesting question of how the transverse A� fluctuations
will modify the Cooperon operator. However, given the ab-
sence of pair-breaking effects in the Eliashberg
computation,68,69 it is reasonable to expect that the Cooperon
will remain the same near the pair-breaking transition. In any
case, we can also appeal to the onset of SDW order, which
leads to �AF�0, to quench the gauge fluctuations.

We begin with the Cooperon operator in the quasiclassical
approximation as follows:

C��,�;r,r�� = G�+��r − r��G−��r − r��exp�− 2ie�
r

r�
a · dl ,

�3.13�

where G���� is the fermion Green’s function in the absence
of a magnetic field and the latter �real magnetic field�, H
=��a, is accounted for only in the gauge factor. Note that
in our model, the � electrons carry opposite e�=�1 charges
with respect to the “internal” gauge field, A, but have the
same �negative� electron charge, −e, with respect to the ex-
ternal electromagnetic field. Hence, we can take advantage of
the old results of Helfand and Werthamer,79 who proved that

the Cooperon operator, Ĉ�� ,��, whose kernel is defined via
Eq. �3.13�, is a diagonal operator in the Landau basis. Its
matrix elements are defined simply by the expression with-
out magnetic field, Cn= �n��� ,� ;q→ �̂��n�, but with the mo-
mentum q replaced with the operator of the kinetic momen-
tum of a Cooper pair �̂= �q−2iea�r̂��. The corresponding
matrix elements are known from the Landau problem in the
elementary single-particle quantum mechanics, e.g.,
�n��̂2�n�=4eH�n+1 /2� �note that the Cooper-pair charge is
−2e and mass is 2m��. The general expression for the Coop-
eron without a magnetic field is as follows:

C��,�;q� = 2��
����� − ���

��2� − � + �1/�sgn ��2 + vF
2q2

,

�3.14�

where � is the density of states at the Fermi level and  is the
scattering time. Since we are interested in explaining the
quantum oscillations, we assume that the latter is large and
set it to =
. Note that the clean case is in fact more com-

plicated than the disordered limit because the Green’s func-
tions and the Cooperon are nonlocal objects �i.e., there is no
exponential decay in space�. The fluctuation propagator for
superconducting fluctuations is an operator given by

L̂��� = ��eff
−1 − T�

�

Ĉ��,��−1
. �3.15�

For the purpose of describing quantum oscillations, we are
interested only in the quantum critical point, Hp2�0�, which is
determined by the divergence of the matrix element at the
lowest Landau level of the operator, L0�0�=
. This leads to
the expression near the quantum pairing field as follows
�here and below, the index “0” corresponds to the matrix
element at the lowest Landau level�:

L0��� = −
1

�
�r +��

�

���
Tp0

−1

, �3.16�

where r= �H−Hp2�0�� /H is the proximity to the pairing tran-
sition and the value of the critical field was specified in Eq.
�3.1�.

In the expressions so far, the Cooperon dependence on the
magnetic field is accounted for only via the gauge factor
�3.13�. Physically this corresponds to an approximation in
which the motion of the Cooper pair in the magnetic field is
quantized �more precisely, the center-of-mass motion is
quantized�, but the cyclotron motion of individual electrons
within a Cooper pair is not accounted for. This quasiclassical
approximation is valid if either temperature is relatively
large, T��c �note that near Hp2�0�, �p2 /Tp0�Tp0 /EF,
which is small in the conventional weak-coupling BCS
theory�, or if disorder is strong enough, �c�1. In the re-
gime, where the oscillations are observed, neither of these
conditions is satisfied, and therefore one has to take into
account Landau quantization of electrons within a Cooper
pair. This problem was considered back in the 1960s, e.g., by
Gruenberg and Günter,88 and we reiterate here the main steps
to derive the oscillating transition point and the fluctuation
effects in its vicinity. The quantity of interest is the fluctua-
tion propagator, which we write as

L0��� =
1

L0��� − Cosc

, �3.17�

where L0��� is the fluctuation propagator given by Eq.
�3.16�, which does not take into account oscillations, and
Cosc is the correction to the Cooperon with the quantum os-
cillation effects, given by

Cosc =� e−eHr2/4C�r�d2r − C̄0, �3.18�

with C̄0 is the matrix element for the Cooperon at the lowest
Landau level without oscillations and C�r�
=T��G�� ,r ;B�G�−� ,r ;B� and the electron Green’s function
in a magnetic field is given by

G��,r;B� = �mag�c �
ne=1


 e−eHr2/4Lne
�eHr2/2�

i� − �c�ne + 1/2� − � + i sgn���/�2�
,

�3.19�
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with Lne
�z� being the Laguerre polynomial at the neth single-

electron Landau level. It is these electron Landau levels that
may generate de Haas oscillations above and even within the
superconducting phase. The quantity Cosc has been consid-
ered previously by Mineev89 and also by Galitski and
Larkin,82 and it has the following form �again, we retain only
the leading oscillation term and drop all the higher-order
harmonics�:

Cosc�H� =
4�

3��
��c

EF

3X�T�
sinh�3X�T��

exp
−
3�

�c
�cos
2�EF

�c
� ,

�3.20�

where X�T�=2�2T /�c and � / ��c� are the familiar terms,
which describe the suppression of quantum oscillations by
the temperature and disorder �Dingle factor� correspond-
ingly. Note however that there is an additional factor of 3 in
these suppression terms in the leading oscillation harmonics
for the Cooperon. This additional suppression �first pointed
out by Mineev89,90� is due to the fact that to resolve quantum
oscillations coming out of a Cooper pair built of two elec-
trons, one has to “resolve” their relative cyclotron motion
without breaking the pair.

Using expression �3.20�, we obtain the fluctuation propa-
gators follows:

L0��� = −
1

�
�H − H̄p2�T�

H
− Cosc/� +��

�

���
Tp0

−1

.

�3.21�

From Eq. �3.21�, we see that the oscillatory part in the Coop-
eron can be interpreted as a correction to the upper critical
field, which too may oscillate and therefore pairing may
show a re-entrant behavior at low temperatures. Hence in the
regime where quantum oscillations are observed, the exact
value of the “upper critical field” �even in the sense of the
BCS pairing-depairing transition� is strictly speaking ill de-
fined because there are many critical fields as long as oscil-
lations are not suppressed.

Another important circumstance has been pointed out by
Champel and Mineev,90 who argued that even below the

mean-field critical field, H̄p2�T�, where the system is paired,
one may see �de Haas–van Alphen� oscillations in the gap-
less superconductivity region, which is determined by the
condition �Hp2�0�−H� /H���p2 /EF ln��p2 /EF� in three di-
mensions and �Hp2�0�−H� /H���p2 /EF in strictly two di-
mensions �here, �p2=eHp2�0� / �m�c��. We note that ��p2 /EF
is the Ginzburg parameter, which is typically negligibly
small in the conventional BCS systems but is expected to be
larger in the cuprates. The numerical estimates �3.1�–�3.5� in
the beginning of this section suggest a very wide fluctuation
Ginzburg region for the strongly paired small electron pocket
of our model, e.g., using the experimental data of Ref. 27, we
get ��p2 /EF�1 /3 for the electron pocket.91 We also empha-
size that these possible quantum oscillations in the gapless
superconductivity region are different from the effect, which
may arise from the normal vortex cores well below the criti-
cal field. In fact, the latter effect may be significantly sup-
pressed in the strongly paired phase, where the individual

vortex cores are not large enough to support a many-body
electron state leading to quantum oscillations.

We are now ready to calculate the fluctuation corrections
to the Lifshitz-Kosevich formula in Eq. �3.6�. The fluctuation
conductivity in the Gaussian approximation is given by the
sum of the Aslamazov-Larkin, density-of-states, and Maki-
Thompson diagrams92 �see Fig. 5�. In a strong magnetic field
and low temperature, all these diagrams are generally of the
same order and in a disordered system all play an important
role. However, in the superclean case of �c→
, the Maki-
Thompson and density-of-states terms cancel each other ex-
actly at least for the nonoscillating terms82,93 and only the
Aslamazov-Larkin term94 survives. The longitudinal part of
the electromagnetic response tensor has been considered by
Galitski and Larkin82 and reads

Q��� = 8�e2T�
�

�01
2 ��,��L0���L1, �3.22�

where L0��� is the Cooper-pair propagator at the lowest
Landau level given by Eq. �3.21�, L1 is the Cooper-pair
propagator at the first Landau level, which near Hp2�0� is not
singular and can be treated as a constant, and �01�� ,�� is a
matrix element between the first and the lowest Landau level
of the current vertex. The current vertex operator is defined
by �̂�� ,��=��q→� ;� ,��, where the latter quantity is
given by the three-Green’s function block

��q;�,�� = T�
�
� d2p

�2��2vG��p�G�−��p�G�−��q − p� .

�3.23�

The matrix element �01�� ,�� was calculated in Ref. 82 and
reads

�01��,�� = −
�rH

�2

1

1 + ���
�1 −

��
2

rH

vF
���� + �� − �� + ����

+ �osc, �3.24�

where rH=1 /�2eH is the magnetic length for Cooper pairs.
Note that in Eq. �3.24�, we do not write explicitly the oscil-
lation contribution, �osc. The oscillations coming from the

FIG. 5. The relevant diagrams that describe the fluctuation
transport near a pairing transition. Figure 1�a� shows the
Aslamazov-Larkin contribution to conductivity in the clean limit;
Fig. 1�b� shows the current vertex of the Aslamazov-Larkin diagram
calculated in Eqs. �3.23� and �3.24�; Fig. 1�c� describes the com-
bined contribution of the Maki-Thompson and density-of-states
terms.
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vertices are expected to have the usual Fermi-liquid form
because the two graphs corresponding to the two vertices
when “glued together” essentially reproduce the Drude con-
ductivity diagram and therefore their contribution can be es-
timated modulo a numerical coefficient in the overall ampli-
tude. Using the technique developed in Ref. 82, we find the
following main result for the fluctuation conductivity, which
includes the leading oscillation terms as well �here, we ad-
dress only the zero-temperature contribution�:

�� =
e2

�2�1 + �
�osc�H�
��0� ln� 1

�H − H̄p2�0��/H − Cosc/�
� ,

�3.25�

with Cosc given explicitly by Eq. �3.20�, ��1 is a positive
numerical coefficient, and �osc�H� /��0� is the ratio of the
Fermi-liquid oscillation term and the Drude resistivity in Eq.
�3.6�. The latter does not involve any additional factors in the
temperature and Dingle-temperature dependence as opposed
to the Cooperon term, which determines oscillations in the
transition point itself.95 We observe that Eq. �3.25� describes
a decrease in the amplitude of the SdH oscillations upon
approaching the superconducting pairing instability.

Our result in Eq. �3.25� may have an interesting physical
interpretation. The Cooper-pair propagator Ln���
=1 /�eff����������� corresponds to the density of Cooper
pairs at the nth Landau level with the energy � �at least at
T=0, the Matsubara frequency can be converted into a real
frequency via Feynman rotation�. Near Hp2�0�, only the Coo-
per pairs at the lowest Landau level play a significant role
and the total density of such pairs is given by the integral
over frequency �cf., Eq. �3.22��, NCP��d� / �2��L0����
−ln�H / �H−Hp2�0���. Hence, the Cooper-pair density scales
as a logarithm in the proximity to the magnetic-field-tuned
quantum transition and each electron within a fluctuating
pair produces an oscillation term. If temperature and Dingle
suppression are small, the functional dependence of the os-
cillatory part of the fluctuation conductivity is dominated by
the Cooperon, Cosc. The corresponding oscillation term
should also survive below the pairing transition in the gap-
less superconductivity region. We note here that if such a
term is detected in experiment, then the application of the
usual Lifshitz-Kosevich formula to determine the effective
carrier mass from the temperature dependence of the ampli-
tude of the oscillations will overestimate the effective mass
by the factor of three. In fact, there have been conflicting
experimental reports about the value of the effective mass for
carriers in the electron pocket, and the above circumstance
may be relevant to this discrepancy. We expect that the tem-
perature dependence of the oscillation amplitude may exhibit
a crossover from 3X�T�e−3�/��c� /sinh�3X�T�� at relatively
low fields �when most electrons are paired, H Hp2� to
X�T�e−�/��c� /sinh�X�T�� at high fields �when most electrons
are unpaired, H�Hp2�.

IV. TWO-FLUID MODEL AND TRANSPORT PROPERTIES
OF THE PSEUDOGAP PHASE

Our main statement is that the pseudogap phase arises
from the Fermi-surface reconstruction induced by antiferro-

magnetic fluctuations into a holon Fermi surface in the nodal
region and an electron pocket in the antinodal region. The
latter electron pocket remains strongly paired �but uncon-
densed� up to very large energy scales, which may explain
why the underlying single-electron excitations had escaped
discovery until recently. The facts that the small electronic
Fermi surface has been “visualized” in the quantum oscilla-
tion experiments only in a very narrow doping range and in
just one class of materials are most likely related to the pu-
rity of the samples. In addition, the oscillations are observed
in the vicinity of the “magic” doping fraction, p=1 /8, where
it is known that stripe and other competing orders are en-
hanced, which therefore �according to the arguments of Sec.
II� should suppress the energy scales for electron pairing and
hence reduce the upper critical field at which the oscillations
are detectable. The latter argument is consistent with the ob-
servation of a dip in the superconducting dome in this doping
region �we reiterate that the actual superconducting transition
temperature, Tc, corresponds to Cooper-pair condensation,
which is different from the electron pairing temperature, Tp;
however, the values of two temperature scales are expected
to correlate strongly�. It is therefore likely that even though
the electron pocket has not so far been directly observed in
quantum oscillation experiments and photoemission mea-
surements in other doping regimes and other materials, it
does exist throughout the phase diagram of the underdoped
cuprates. Its elusive nature can be explained by the exponen-
tial suppression of the oscillations by the Dingle factor or/
and much larger pairing energy scales away from the magic
doping fraction.

Because the paired electron pocket is argued to be central
to the phase diagram of the underdoped cuprates, it is impor-
tant to discuss whether other unusual properties of the
pseudogap phase �most importantly, its highly unusual trans-
port properties� are consistent with the proposed mean-field
state. In this section we argue that indeed many such anoma-
lous thermal and electric transport experiments of the
pseudogap phase can be qualitatively understood within our
picture. In particular, as proposed in the early work of Gesh-
kenbein et al.,17 a change in sign in transverse thermoelectric
response can appear naturally within the corresponding two-
fluid model of a −2e Cooper-pair Bose liquid and the +e hole
Fermi liquid. Here, we discuss a complementary formulation
of this model by “dualizing” the bosons into vortices while
retaining the gapless fermionic excitations of the hole Fermi
surface. Note that monopole Berry phases in LA �see Appen-
dix A, Sec. A 4� are likely to play an important role in the
vortex action,74,84 particularly in the structure of any charge
order instabilities, but we will neglect this complication here.

Among the most unusual experiments in the pseudogap
phase are the Hall and Nernst measurements. Here we quali-
tatively discuss these two effects within our two-fluid model
of paired electrons and unpaired holon excitations. For com-
pleteness, we discuss in Appendix B the Hall conductivity of
a generic anisotropic Fermi liquid. There are also corre-
sponding expressions for the Nernst coefficient, as reviewed
in Ref. 96. In Appendixes C and D, we review the dual
mapping procedure and formally derive the conductivity
composition rule of a vortex-holon two-fluid model,
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�̂ =
�2e�2

h
�̂V

−1 + �̂ f , �4.1�

where �̂V is the dimensionless vortex conductivity matrix
and �̂ f is the electrical conductivity matrix of negatively
charged holons. Equation �4.1� has the simple physical inter-
pretation. In the pseudogap phase, the electrons are paired
but uncondensed, which means that the Cooper-pair conduc-
tivity, �̂CP, is finite and is given by the vortex resistivity in
the dual language.97 The total conductivity is obtained sim-
ply by adding up the Cooper pair �or vortex� and the holon
Fermi-liquid contribution, which leads to Eq. �4.1�. Using
this equation, we get the following expression for the Hall
angle �see also, Ref. 98, where this equation was first derived
in a different context�:

tan �H =
�V

� + � f
� Tr �̂V

�V
� + � f

� Tr �̂V

, �4.2�

where Tr �̂V= ��V
��2+ ��V

� �2. We see that both the magnitude
and the sign of the Hall response are determined by the nu-
merator of Eq. �4.2�, which involves several physically dis-
tinct contributions that may and most likely do have opposite
signs. While the sign of holon Hall conductivity is deter-
mined by that of the positive hole electric charge, the sign of
the vortex contribution is expected to be opposite at least in
the strong-coupling regime. Indeed, assuming a dilute den-
sity of electronic tightly bound pairs, we expect them to be-
have like canonical bosons with charge �−2e�, and so con-
tribute a negative Hall conductivity—this is the basic picture
of Geshkenbein et al.17

The issue of the vortex Hall angle becomes more settled
in the regime away from strong coupling. We emphasize here
that by the “vortex” transport, here we are referring to the
contribution of the electron pockets, whose normal-state
transport is described in a dual model of vortices. Within the
framework of BCS theory, vortex conductivity has been con-
sidered previously by Dorsey99 on the basis of the time-
dependent Ginzburg-Landau equation, which for the case of
our electronic pocket reads

���t − 2iea��g =
�2

4m�
�� + 2iea�2�g + ��g − ���g�2�g,

�4.3�

where �g�t ,r�=�eff�g+g−� is the electronic Cooper-pair wave
function, � and � are the Landau parameters, and �=�1
+ i�2 is the order-parameter relaxation time. We note here
that the time-dependent Ginzburg-Landau theory formally
has a very narrow regime of applicability and is expected to
be quantitatively valid only in the gapless superconductivity
region. However, it should provide a useful insight about the
vortex Hall contribution in the crossover from strong to weak
coupling. According to Dorsey,99 the vortex Hall angle is
related in a complicated way to the relaxation parameter, �,
and the structure of the vortex core. But generally the sign of
the Hall angle �relative to that in the normal phase� is deter-
mined by the sign of the following parameter, �−�2 /�1�. In
the clean limit of unscreened intervortex interactions �neutral
superfluid�, the situation simplifies leading to �=−i �which

basically “restores” the Gross-Pitaevskii-type equation for
the Cooper-pair fluctuations� and giving the sign of the Hall
angle identical to that in the normal phase, which is consis-
tent with the discussion above in terms of the canonical
bosons; the importance of this canonical boson contribution
to the Hall transport was pointed out by Geshkenbein et al.17

In the weak-coupling and dirty limit, the situation is different
and the sign of the Hall angle is determined by the Ginzburg-
Landau time relaxation parameter given by �here we present
the result of the BCS model, see, e.g., Aronov et al.100�

� =
�

8
−

iTp

2

� ln Tp

��
. �4.4�

Note that the BCS weak-coupling limit is not directly appli-
cable to the strongly paired electron pocket. However, Eq.
�4.4� above provides a tentative indication that upon ap-
proaching the regime of weak Cooper pairing �e.g., in the
phase with enhanced antiferromagnetism correlations�, the
sign of the vortex Hall response may change. According to
Eq. �4.4�, it is determined by the value of logarithmic deriva-
tive of the BCS pairing temperature with respect to the
chemical potential, which is proportional to the derivative of
the density of states at the underlying Fermi surface �in our
case, the Fermi surface of the electron pocket�; depending on
the shape of the Fermi surface, this could have a negative
sign. Therefore, in the weak-coupling limit, the signs of the
Hall contributions for the h / �−2e� vortices and �+e� holons
may become the same �which could, in principle, be relevant
in the vicinity of the “magic doping level,” where competing
magnetic orders are enhanced, leading presumably to a sup-
pression of electron pairing, and where the change in sign in
the Hall response has been observed�. We reiterate however
that the electron pocket is expected to remain strongly paired
in the most, possibly all, of the pseudogap phase, and there-
fore generally the vortex contribution is expected to retain
the electronlike sign and to compete with the holon contri-
bution.

The overall sign in the experimentally observed Hall ef-
fect will therefore be determined by the interplay of two
physically different terms, �V

� and � f
�, and can show rever-

sals depending on the system parameters. Again, in the prox-
imity to the magic doping level, one expects decreased dis-
order �i.e., decreased pinning strength� and suppression of
the electron pairing as well, which should significantly alter
the vortex contribution. We note that Taillefer and
co-workers32 reported a strong correlation between the sign
reversal in the Hall effect and the presence of quantum os-
cillations, which is qualitatively consistent with the afore-
mentioned scenario.

In the simplest application of the two-fluid model, the
Nernst effect will be determined by the contribution of the
h / �−2e� vortices and the holons. However, in reality the situ-
ation may be more complicated due to a strong �possibly
competing� effect of the superconducting fluctuations101,102

�here we imply Aslamazov-Larkin amplitude fluctuations�,
which are known to be large compared to the Fermi-liquid
terms even far above the pairing transition. Furthermore,
possible charge-ordering instabilities of the vortex liquid43
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and the associated proximity to the insulating state at p
=1 /8 likely also play a role.44

V. CONCLUSIONS

This paper has combined insights from recent exper-
iments1–9,27–32 and earlier theoretical developments17,24–26 to
present a fairly simple model for the underdoped cuprates
with a firm microscopic and theoretical foundation. We start
with a Fermi-liquid state with long-range SDW order, con-
taining electron pockets near the Ga wave vectors and hole
pockets near the Kv wave vectors �see Fig. 1�. Then we
express the spin polarization of the electronic excitations
near these pockets in terms of the local polarization of the
SDW order; this is the content of Eqs. �2.2� and �2.4�. The
advantage of this procedure is that it allows one to easily
extend the key aspects of the physics of the small pockets
into the phase without long-range SDW order. In particular,
it shows that the electronic excitations experience a long-
range gauge force associated with an emergent U�1� gauge
field A.

A key feature of our theory is that the primary pairing
instability is associated with electronlike pockets near the Ga
wave vectors. We showed that these pockets experience a
strong attractive pairing force from the transverse gauge fluc-
tuations, and this leads naturally to an s-wave pairing insta-
bility. However, after rotating back to the physical spin-
polarization direction via Eq. �2.4�, the resulting paired state
was found to have a d-wave pairing signature for the physi-
cal electrons. Next we focused attention on the Josephson
couplings in Eq. �2.11� between the electron and hole pock-
ets; we found that it induced a p-wave pairing of the holons,
which was strongly frustrated by the gauge forces on the
holons. Again, after rotating back to the physical electrons
using Eq. �2.2�, this very weakly paired holon state was
found to have a d-wave pairing signature with nodal fermi-
onic excitations. The “nodal-antinodal dichotomy” is a natu-
ral consequence of this theory with very different pairing
physics near the Ga and Kv.

Section III explored the nature of the SdH oscillations in
the normal state induced by a strong magnetic field at low
temperatures. We computed the nature of the suppression of
these oscillations by gauge field and pairing fluctuations.

Section IV explored aspects of transverse transport in the
finite-temperature pseudogap phase. Here, we also discussed
connections to the boson-fermion model of Geshkenbein et
al.17

We conclude by mentioning that to determine the correct-
ness of our proposed theory for the underdoped cuprates, it
would be essential to visualize the single-particle excitations
in the electron pocket in other experiments, apart from the
existing quantum oscillation measurements. Such experi-
ments should involve external perturbations, which destroy
superconducting pairing in the electron pocket, without
smearing out its small Fermi surface or altering the underly-
ing magnetic or topological order that yields Fermi-surface
reconstruction. Due to the former limitation, high tempera-
ture and/or strong disorder are not appropriate for this pur-
pose. Possible other means could be, e.g., to study ac trans-

port in a magnetic field, looking, in particular, for cyclotron
resonance effects coming from the single-electron excita-
tions. Since the quantum oscillations have been observed, the
materials are sufficiently clean to exhibit the cyclotron reso-
nance phenomena as well. Another promising avenue could
be to experimentally investigate nonlinear transport, e.g.,
nonlinear IV curves in a magnetic field. In the vicinity of the
upper critical field Hp2�T�, the critical �depairing� current is
expected to be relatively small and some manifestations of
single-electron physics would appear at lower fields as com-
pared to linear transport. Of particular interest would be also
to compare the behavior of nonlinear IV curves in the regions
with the opposite signs of the Hall conductivity. In our
theory, the sign reversal in Hall response occurs naturally
due to the competing contributions from the uncondensed
electronic Cooper pairs and holons. This competition com-
bined with the effects of depairing may lead a nonmonotonic
behavior, and possibly, sign reversals in nonlinear transport
data.
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APPENDIX A: COMPLETE LAGRANGIAN

Only two of the terms in the Lagrangian in Eq. �2.5�, Lg
and L fg, were displayed in the body of the paper. This ap-
pendix will display the remaining terms, along with a brief
discussion of their physical consequences.

1. Spinons

The Lagrangian for the z� is24

Lz = ���� − iA��z��2 + s�z��2 +
u

2
��z��2�2, �A1�

and the spinon “mass” term s tunes a transition from the
SDW-ordered state ��z���0� to a state with spin rotation
invariance preserved ��z��=0�. Note that in the SDW-ordered
state, the spinon condensate induces a Higgs mass term,
��z���2A�

2 , for the A�.

2. Holons

These are associated with the Fv� fermionic excitations
near the Kv wave vectors,25
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L f = �
q=�

�
p=1,2

fqp
† �� − iqA − iea + � − Efg

−
�� j̄ − iqAj̄ − ieaj̄�2

2mpj̄
 fqp, �A2�

where j̄ extends over x̄, ȳ, m1x̄=m2ȳ and m2x̄=m1ȳ are the
masses of the elliptical holon pockets, and the x̄ and ȳ direc-
tions are rotated by 45° from the principle square axes.
Equation �A2� also contains the energy Efg, which is the
analog of the “semiconductor” band gap between the top of
the hole �valence� band and the bottom of the electron �con-
duction� band. We expect that the value of Efg is sensitive to
the strength of the SDW order, decreasing as the SDW order
becomes larger.

3. Spin-charge couplings

These couple the spinons z� to the holons f�p and the
doublons g�. The simplest allowed terms are couplings be-
tween the scalar densities, �z��2 and fqp

† f�p, g�
† g�. However,

there are also “Shraimain-Siggia” terms57 which couple op-
erators carrying charges �2 under A�. Again, the most gen-
eral form of all these terms can be deduced from the PSG, as
has been described in previous works. For the holons, the
spin-charge couplings take the form

Lzf = �zf�z��2�
qp

fqp
† fqp + i�̃zf�

���f+1
† f−1z��x̄z� + f+2

† f−2z��ȳz��

+ H.c. �A3�

The second term is the Shraiman-Siggia term; in the SDW
state, this term favors incommensurate spiral spin correla-
tions. In the nonmagnetic state with �z��=0, this term moves
the electron spectral weight away from the commensurate Kv
points to be centered on a Fermi arc, as has been described in
previous work.24 Finally, integrating out the z� also leads to
an attractive pairing term103 for the f�p. For the g�, the
spin-charge couplings are

Lzg = �zg�z��2�
q

gq
†gq + �̄zg�����g+

†�Dxg−�z��Dx
−z��

− g+
†�Dyg−�z��Dyz��� + ����g−

†�Dyg+�z���Dyz
���

− g−
†�Dxg+�z���Dxz

����� + H.c. �A4�

Now the Shraiman-Siggia term has two spatial gradients and
does not induce spiral correlations.

4. Gauge field

These are induced by integrating out the matter fields and
can take a different form depending on the nature of the
matter excitations. When Fermi surfaces for g� are present,
the gauge-field dynamics is overdamped, as discussed in the
body of the paper. However, in all phases, terms of the form
LA����A�−��A��2 are always allowed, obtained by inte-
grating high-energy degrees of the freedom. For the cross-
over to the confining state, we also need to consider topo-
logically nontrivial configurations of the A� corresponding to

monopole tunneling events. These have been ignored in the
present paper because the monopoles are suppressed by the
holon Fermi surfaces, but their effects have been discussed
earlier24–26 in some detail. The monopoles come with Berry
phases, and these are crucial in determining the nature of
translational symmetry breaking in the confining phases.

APPENDIX B: HALL EFFECT IN AN ANISOTROPIC
FERMI LIQUID

In this appendix, we summarize the properties of trans-
verse thermoelectric linear response in a two-dimensional
anisotropic Fermi liquid and present a general expression for
the Hall coefficient. The results presented in this appendix
are used in Sec. IV, where the transverse thermoelectric re-
sponse in the pseudogap phase is discussed.

Consider a two-dimensional Fermi liquid with the aniso-
tropic dispersion E=E�p�. We also introduce the following
standard notation: !�p ,"p�=E�p ,"p�−EF, where p= �p ,"p�
is simply the momentum in polar coordinates and EF is the
Fermi energy. This indirectly determines the value of the
particle momentum as a function of energy and angle p
= p�! ,"p�. One can also define the particle velocity as a
function of the energy and the angle �E /�p�=v��! ,"p�. We
now introduce the following identity to treat the integrals
over momentum �below, F�p� is an arbitrary function�:

IF = gs� d2p

�2��2F�p� =� d!���!,"p�F�!,"p�� , �B1�

where gs is a degeneracy due to an internal degree of free-
dom �e.g., spin in a usual electron liquid or a sublattice index
in our theory�, �. . .�=�0

2��d" /2��. . . is the average over the
directions in the Brillouin zone �which reduces to the aver-
age over the Fermi surface if !=0�, and we introduced the
following density of states:

��!,"p� =
gs

4�

�

�!
p�!,"p� . �B2�

Let us also introduce the following notation for the integral
that often appears in deriving the finite-temperature transport
properties of a Fermi liquid:

�f����T = �
−



 d�

4T

f���
cosh2��/�2T��

. �B3�

At zero temperature, it simply gives �f����T→0= f�0�. The
notations defined by Eqs. �B1�–�B3� will be used below to
express the general thermoelectric response coefficients in a
compact and intuitive form, which would allow a simple
physical interpretation.

The general theory of the Hall coefficient within the
Green’s function formalism has been considered by many
authors, and we refer the reader to the corresponding litera-
ture �see, e.g., Altshuler and Aronov104 and Livanov105�. In
the general case of an anisotropic Fermi liquid with an angle-
dependent scattering time, "p

���, one can obtain the follow-
ing expression for the Hall conductivity in the limit of a
weak magnetic field �i.e., if ��c��1�:
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���
� = e3H��"p

2 ���
�

��
�v�

2��,"p�v�
2��,"p����,"p���

T

.

�B4�

In the zero-temperature limit, T /EF→0, and assuming an
angle-independent scattering time, , we get the simplified
equation for the Hall response �����,

���
� = e32H� �

��
�v�

2v�
2���

FS
. �B5�

The corresponding expression for the longitudinal Drude
conductivity is

���
� = e2�v�

2��FS. �B6�

In the isotropic limit of a circular Fermi surface, v2=2E /m,
and Eq. �B5� reproduces the familiar expression for the Hall
conductivity ��= ��c��

�, with �� = �vF
2 /2��e2 being the

longitudinal Drude conductivity of Eq. �B6�. We emphasize
here that according to Eq. �B5�, the Hall coefficient does
depend on the derivative of the density of states, but the
latter effects are not necessarily dominant. E.g., the Hall con-
ductivity is finite even if the density of states is a constant.
The sign of the Hall effect can change within a single-band
Fermi-liquid picture only if the density of states depends on
the energy stronger than vx

2vy
2 in the corresponding direc-

tions, which requires a very anisotropic Fermi surface.

APPENDIX C: DUALITY TRANSFORMATION

The mean-field Lagrangian of this two-fluid model can be
written as follows:

L��g, f� = LGL��g� + Lh�f� + LJ��g, f� , �C1�

where �g=�eff�g+g−� is the pairing order parameter describ-
ing electron Cooper pairs and LGL is the corresponding
Ginzburg-Landau Lagrangian

LGL��g� = �g
�� �− i � − 2ea�2

4m
+ �� − 2iea��g

+ ��T���g�2 − ���g�4, �C2�

where a= �a ,a� is the physical electromagnetic field �we
assumed that all effects of the gauge filed, A, have already
been incorporated into the effective parameters� and � and �
are Ginzburg-Landau parameters, which determine the
modulus of the order parameter, ��g�	�0=�� / �2��, which
we assume to be fixed. However, the phase, ", of the order
parameter, �g=�0 exp�i"�, is allowed to fluctuate. This leads
to the XY model for the electronic Cooper pairs and a
Kosterlitz-Thouless transition below the BCS pairing tem-
perature, Tp0. The second term in Eq. �C1� is the free fermion
Lagrangian describing the motion of holes,

Lh�f� = f�� �− i � + ea�2

2mh
+ �� + iea� f , �C3�

where the term �+ea� describes coupling of the holes to the
electromagnetic field. Finally, the last term in Eq. �C1�,

LJ��g , f�, is given by Eq. �2.11� and describes internal tun-
neling between the electrons and the holes.

The structure of the tunneling term is given by ei"f f , and
it is very similar to that in the usual BCS mean-field model
of a gapless superconductor �see, e.g., Ref. 98�. One can
therefore just follow the steps used in Refs. 98 and 106 to
derive the so-called U�1� formulation106 of the vortex-
fermion mixture in this model, which describes the motion of
vortices statistically coupled to gapless fermions. The statis-
tical interaction is that they “see each other” as sources of a
�−�� flux and therefore induce electromotive force on each
other when moving. The first purely technical step is to in-
troduce a new operator, hr=ei"r/2fr, which simplifies the Jo-
sephson term. The next step is to perform a duality transfor-
mation with respect to the bosonic Cooper-pair field, ei"r.
The resulting action describing a two-fluid vortex-holon liq-
uid is

L��V,h� =�V
�� �− i � − adual + ��2

2MV
+ �� + ia

dual + i���V

�C4�

+ h�� �− i � − ��2

2mh
+ �� − i��h + Lgauge, �C5�

where MV is a vortex mass, adual is the gauge field, which
describes the Cooper-pair density fluctuations ���adual

=nCP�r��, and the only purpose of the fields � and � is to
mediate the long-range statistical interaction between the
vortices and the fermions. These fields are “attached” to the
vortices via ���= i��V

†�V and to the fermions via ���
= i�h†h. This statistical interaction is described by the mu-
tual Chern-Simons term, which is the first term in the fol-
lowing gauge part of the action:

Lgauge = −
i

�
�#���������� +

1

2C
�#�����a�

dual − ��02�n0�2

+
i

2�
J�

CP#�����a�
dual. �C6�

The second term in Eq. �C6� describes dual gauge-field fluc-
tuations, which physically correspond to plasmons. In a
charged system, the plasmons have a gap due to the long-
range Coulomb forces and as such the fluctuations of this
gauge field are expected to be less pronounced than in a
neutral Bose system. Finally, the last term describes coupling
to a physical electric Cooper-pair current.

The theory of Eqs. �C4� and �C6� summarizes the follow-
ing essential features of the two-fluid vortex-holon mixture.
The vortices and the Cooper pairs see each other as �+2��
fluxes and induce emfs �transverse Magnus forces� on each
other when moving. Likewise, the vortices and the gapless
fermions �holons� see each other as �−�� fluxes and induce
emfs as well. We will be using this picture in the derivation
of the semiclassical transport equations below.

A more settled issue is the question of the total effective
magnetic field �“dual field”� seen by a vortex. According, to
Eqs. �C4� and �C6�, it is B�dual�=�� �a�dual�−��=2��n0

− 1
2nh�. We reiterate that the Josephson term �2.11� in the
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action violates the individual conservation laws for the g and
f particles. This means in particular that the density of the
latter, nh, may vary depending on the phase. Another related
nontrivial question is about the vortex statistics �with respect
to each other�. The direct duality transformation gives
bosonic vortices; however other statistics are in principle
possible. These are very interesting questions, which how-
ever are beyond the scope of the present study. Below, we
treat the vortices semiclassically to develop a phenomeno-
logical theory of transport and derive the corresponding
transport coefficients.

APPENDIX D: CONDUCTIVITY COMPOSITION RULE IN
THE TWO-FLUID VORTEX-HOLON MODEL

The derivation of the semiclassical theory of transport in
the two-fluid model is essentially identical to that of Ref. 98
and is based on the following equations, which describe the
electromotive forces between the vortices, fermions, and
Cooper pairs in the presence of currents and thermal gradi-
ents:

jV = − �̂V#̂�jh + jCP� − �̂V � T ,

jh = − �̂h#̂jV − �̂h � T , �D1�

where #̂ is the antisymmetric tensor in two dimensions, jV, jh,
and jCP are the vortex, holon, and Cooper-pair density cur-

rents, respectively, and �̂V/h and �̂V are the vortex/holon di-

mensionless conductance and thermal-conductivity matrices,
respectively. The latter two matrices generally have the form

� = 
 �� ��

− �� ��

� and � = 
 �� ��

− �� ��

� . �D2�

The quantities of interest are the total electrical and thermal-
conductivity matrices for the system. E.g., in the absence of
thermal gradients, the conductivity tensor is defined by jCP
= #̂E, while the actual electric field is determined by E
= 1

2e #̂jV. Then, Eq. �D1� can be easily resolved and give the
following expression for the total electrical conductivity ma-
trix:

�̂ = �2e�2��̂V
−1 +

1

4
�̂h . �D3�

Despite the rather complicated set of arguments and transfor-
mation that have led to this result, the physics of Eq. �D3� is
very simple. The total electrical conductivity in the uncon-
densed liquid phase is given by the sum of Cooper pair and
hole conductivities. The former can be related to the vortex
transport properties and due to duality is simply given by the
vortex resistivity. One can also derive a complete phenom-
enological expression for the Peltier tensor in the two-fluid

model defined via E= �̂�T. The exact expression for the
Peltier tensor is rather involved, but assuming that the hole
contribution to the Nernst effect is negligible, one can use
the results of Ref. 98.
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